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ABSTRACT 

 
A novel technique for people re-identification is proposed in this research article based on using low-level colour features and 
mid-level attributes. The low-level colour histogram bin values were normalised to 0 and 1. A publicly available dataset 
(VIPeR) and a self constructed dataset have been used in the experiments conducted with 7 clothing attributes and low-level 
colour histogram features. These 7 attributes were detected using features extracted from 5 different regions of a detected 
human object using an SVM classifier. The low-level colour features were extracted from the regions of a detected human 
object. These 5 regions are obtained by human object segmentation and subsequent body part sub-division. People are re- 
identified by computing the Euclidean distance between a probe and the gallery image sets. We have shown that the proposed 
7 mid-level attributes and the low-level features results in improved performance accuracy for people re-identification. 
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1.  INTRODUCTION 

 
A fundamental task for a distributed multi-camera surveil- 
lance system is to recognise individuals in diverse 
scenes obtained using two or more cameras at different 
times and locations. Person re-identification is a long term 
people surveillance and monitoring  task, where  
individuals or  a group of people are differentiated from 
several possible targets in diverse scenes, obtained from 
different cameras distributed over a network of locations 
of substantial dis- tances, in the presence of occlusions, 
difference in view angles, lighting conditions and time. In 
a surveillance scenario, an individual disappearing from a 
particular camera view needs be matched with similar 
human objects present in one or more other views 
obtained at different physical locations, over a period of 
time, and be differentiated from numerous other human 
objects in the same views.  
 
In a typical surveillance / video monitoring task, it can 
help to find out if a particular individual who enters and 
exits a building is the same person identified within 
another different building; within a public space, work 
environment, university campus, school, train station, 
airports etc. The views of surveillance footage may be 
taken from different, angles and distances, backgrounds, 
lighting conditions and various degrees of occlusions. 
Although in general, significant feature variations could be 
present in a significant variety of clothes worn by 
people, vast majority of public may choose to wear 
ordinary clothes with similar appearance in daily living. 
Such characteristics which bear a mid-level semantic 
meaning can be exploited for a person re-identification 

task. In this research article, we will consider mid-level 
semantic attributes as valued vari- ables for the person re-
identification problem. For example, we will consider the 
trouser to either be coloured or bright.  
We propose a selective parts-based approach for  low- level 
feature representation of a pedestrian and for mid- 
level feature attribute detection for human description. 
This approach helps to reduce misalignment, avoidance 
of the background and helps in clothing attributes 
detection, which help improve re-identification accuracy. A 
specifically captured dataset alongside existing publicly 
available dataset; Viewpoint Invariant Pedestrian 
Recogni- tion (VIPeR) were used in the experiments 
conducted. For clarity of presentation this article is 
divided into a number of sections as follows: 
immediately following this section is section 2, which 
examines the state-of-art works in people re-identification.  
 
Section 3 explains the proposed method for person re-
identification. Section 4 describes how the parts of a 
holistic human figure were detected to enable detailed 
clothing attribute detection. Section 5 shows us the list of 
clothing attributes used for the proposed person re- 
identification task. Section 6 gives us the results of the 
various experiments performed. Section 7 presents 
exper- imental analysis with their respective performance 
results, while section 8 and 9 gives the conclusion and 
future work.  
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2. LITERATURE SURVEY 
 
The goal of object re-identification is to correctly identify 
all instances of the same visual object at any time or location 
[1]; meaning, choosing the most probable object among 
sets of possible matches of consecutive observations of the 
same target at different camera views [2]. In [3] three 
features were accumulated; entire colour content, colour 
regions, texture characteristics of recurrent region to form 
Symmetry Driven Accumulation of Local Features 
(SDALF) and used on three datasets to give a novel 
state-of-art performance in object recognition and re-
identification In [4], authors combined [3]’s SDALF 
technique with mid-level semantic feature attribute to 
identify candidate objects. Further the importance of 
attributes and how relevant attribute features can be 
selected for object re-identification task was also 
demonstrated. Random forest technique  was used by  
[5] to determine the importance of individual feature 
attributes under different circumstances of various roles for 
object classification.  
 
A framework, Multiple Component Matching (MCM) was 
proposed in [6] for object re-identification. MCM was 
explained as an ordered set of sequences con- taining 
several components with simulated parts generated to cater 
for illumination variation. Authors however established that 
simulated components increased the computation com- 
plexity. To correct the computation complexity issue 
authors vectorised and clustered the MCM to form a 
prototype. The matching were done in the dissimilarity 
space with text information used as a query for image 
retrieval. Mean Rie- mannian Covariance Grid (MRCG) in 
[7], modeled clothing information to describe the human 
object for recognition. Covariance matrix was used to 
describe images of fixed sizes with equal grid structures 
and averaged to get the Mean Riemannian Covariance 
(MRC) that describes the object for re-identification.  
 
In [8] HOG features were trained to detect body parts; top, 
torso, leg, left arm, right arm. Covariance’s of colour 
gradient and orientation was computed on each region 
including the full body to get discriminative signature used 
for people re-identification. In [9] the standard LBP was 
modified by setting dimensionality at 16 to form the 
Simplified LBP (SLBP) to detect people’s head and 
face. In order to re-identify people; authors used [7]’s 
MRCG technique to model the detected head and face so 
as to capture a discriminative signature. An optimised 
Speed Up Robust Feature (SURF) named Camellia Key 
Point  was used in [10] to describe grayscale (to eliminate 
variation in colours) candidate objects and used for re-
identification on CAVIAR datasets with the threshold set 
at 15. In [1] colour samples were modelled using fuzzy 
K-Nearest Neighbour (KNN) algorithm to segment 
candidate objects into eleven culture colours. Probability 
Colour Histogram (PCH) plot were used to identify an 
object at a set threshold after comparing two targets in intra  
and  inter  camera  scenar- ios. People in a  crowded  
environment  can  be  identified by integrating appearance 
features: selective upper body patch and candidate 

position and direction of travel using a landmark-based 
model [11]. Analysis showed that the proposed technique 
performed better than the full body based integration. In 
[12], SURF features was proposed for interest point 
extraction using Sum of Quadratic Difference (SQD) as a 
point correlation tool for object identification in a 
distributed camera network.  
 
 
In a similar scenario, [13] proposed an unsupervised 
iterative brightness transfer func- tion (BTF), a technique 
to handle the variability that occurs in illumination 
conditions. BTP helps to map brightness values between 
intra camera views while cumulative BTF helps to adapt 
colours in inter camera views for people re- identification. 
In a low quality camera network; [2] used a Colour 
Structure Descriptor (CSD) by extracting dominant 
colours from regions of interest (shirt and pant); 
derived CSD by evaluating the differences of dominant 
colours between the two targets and proposed a so-
called Target Colour Structure (TCS) for people re-
identification. A two feature approach was proposed in [14] 
for object recognition, i.e., Haar and Dominant Colour 
Descriptor (DCD) features. Haar features of the 
foreground mask recognised an object in the first 
technique while DCD works by partitioning the detected 
foreground object into two, then using the dominant colours 
of both regions as descriptors for object recognition.  
 
In [15] two techniques were proposed; Red Green Blue 
(RGB) colours were used alongside the height feature 
his- togram and transformed normalised RGB colours 
plus the height feature histogram techniques to identify 
objects using histogram matching. Instead of recognising 
objects using a distance measure, [16]  proposed  
Ensemble  RankSVM for ranking image sets with the 
correct match having the highest ranking score. A 
comparison between rank and distance measure techniques 
for object re-identification was conducted. Ensemble 
RankSVM was however recommended because of the 
scalability of the technique. In [17], ULBP and Hue 
Saturation Value (HSV) histogram were used as features 
extracted from body segmented into 3 parts of a 
detected target to capture local texture and colour 
features.  
 
These features alongside direction of view captured 
different identifiers for 3 views; front, back and side that 
helped in person re-identification. In [18], a model which is 
a function of pose was developed to capture human 
appearance. With the rectified pose prior image specific 
person’s feature of colour and textures were extracted; re-
identification and identification of targets became more 
robust to viewpoint on the trained dataset. In [19], 
persons were re-identified by accumulating local weight 
map histogram features from 3 areas of a segmented 
human body. The local weighted histograms were trained 
for optimal weight map. These local weight map 
histograms were integrated to form a feature vector used 
for identification.  
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In [20], the use of middle-level clothing  attribute  
information  was  described to assist in person re-
identification. Re-identification perfor- mance was 
improved by treating clothing attributes as real value 
variables. In their pre-processing steps, a body part- 
based representation approach was proposed by 
extracting HSV colour histogram and HOG as features. A 
further contribution was the generation of a large-scale 
dataset that contains more samples and camera views than 
the currently available public datasets. In [21], people 
were re-identified by a combination of features; hue,  
saturation  histogram and Saliency Maps from selected 
body parts. In [22], a technique that identifies human action 
and appearance based on colour and optical flow models 
was proposed. The mean features from two regions of a 
detected candidate identified a person’s action and 
appearance. The colour features were extracted from 8 
colour  spaces;  R,  G,  B,  H,  S,  Y,  Cb, Cr channels 
respectively.  
 
 
 

In [23], instead of solving people identification problem 
using ranking and distance measures, Takac̆ et. al. used an 
appearance based learning algorithm such as SVM and 
the Naive Bayes classifiers to identify people. Finally, 
[24] proposed a mid-level identification approach called 
the Optimised Attribute Re-identification. 21 attributes 
were proposed and detected using SVM. As reported by 
[24], concentrating errors, biasness, match- ing errors and 
human surveillance costs, has given rise to the need for the 
automation of re-identification tasks. Despite the past and 
present efforts to solve the automation of the re-
identification problem using various techniques [25], it 
still remains a research area, where much research effort 
are needed, due to the fact that conventional biometrics 
such as face recognition has failed as a result of 
insufficient region of interest (ROI) detail for extracting 
robust features. Further, in exploiting other visual 
features such as ap- pearance of a person, most features 
used in literature have not been sufficiently discriminative 
enough for low quality inter-camera differentiation, due 
to changes in a person’s appearance, differences in view 
angles, changes in lighting conditions, presence of 
background clutter and occlusion etc [25].  

 
3. PROPOSED RE-IDENTIFICATION FRAMEWORK 

 
This section presents the operational details of the pro- posed human object re-identification system. The process of re-
identifying a person in a video surveillance system generally includes three broad steps: human object detection; feature 
capture and representation and object classification (see figure 1). 

 
 

 
 

Figure 1: Human re-identification process 

 
Figure 2 illustrates the detailed block diagram of the proposed person re-identification system. Sections 4 6 presents the 
underlying algorithmic details of each of the functional blocks of the figure 2 below. Fundamentally, in the proposed 
system, the re- identification of a person is carried out by jointly making use of so-called low-level features of a person’s 
appearance (i.e. a detailed colour histogram of central body part regions, see section 4-A) and so-called mid-level features 
captured from a person’s head, torso and leg regions  (e.g.  dark head, coloured shirt, dark trouser etc). More specifically 
the low-level feature representation of person’s appearance is defined by detailed colour histograms which are normalised 
and obtained in regions of an initial body part segmentation and a subsequent sub-division (see section 4-A); while the 
mid-level feature representation of a person’s appearance is defined by a higher-level description of the same regions 
that determines for example whether the shirt/trouser is dark/coloured or not and head is dark or not etc. The details of 
these functional blocks can be described in the following section. 

 
4. HUMAN BODY PART-BASED FEATUREREPRESENTATION 
Prior to the detection and analysis of a human body parts or segments for subsequent feature extraction, the full human 
body needs to be detected in a scene. For this purpose we utilised the object detection technique of [26] which uses 
HOG features for human localisation. Once the full body is identified as defined within a single rectangle, a body part 
segmentation and a subsequent sub-division is carried out. Finally the a detailed feature analysis is carried out (see 
section 5 and 6) within the above regions that is finally used for person re-identification. 

 
A. Body region segmentation and sub-division 
Assuming a  standing and  upright human,  body  region segmentation and sub-division helps subsequent capture of 
specific features of a segmented human object. This seg- mentation is performed by splitting the rectangular region 
containing the complete human figure into three parts, namely; head, torso, and leg (see figure 2). Further sub division of 
these three regions into smaller regions of interest (ROIs) is done by further splitting the; head region into three 
horizontally separated, equally sized sub-regions, the torso and leg regions are divided into equally sized, 3 × 3 
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rectangular sub-regions, as depicted by figure 2. In order to minimise the effects of consideration of the background 
regions in further analysis, only the middle rectangular patch is selected from the head region and the four middle 
patches, placed vertically, are selected from the torso and the leg regions, for subsequent capture of low-level colour 
histogram features and further attribute selection. 

 
B. Low-level feature extraction and representation 
The next step after body regions segmentation and sub- division is the colour histogram based feature detection and 
representation of the five centrally spaced regions. For each of the five said regions a so-called RGB 3D-8 bin colour 
histogram is extracted by (see figure 2) dividing each colour channel (i.e. R,G and B) into 8 bins and concatenating into a 
single feature vector of length 8 × 8 × 8 = 512. Consequently, the appearance of a person is described by a feature vector, 
obtained by concatenating features of the five centrally located patches; giving a total feature length of 2560 (see 
figure 3). 

 

 
Figure 3: Low-level feature concatenation 

 

 

 
Figure 2: Proposed system for person re-identification 

 

            5. CLOTHING ATTRIBUTE REPRESENTATION 
 
Aimed at creating a more detailed representation of a human figure by adding further higher level features to the low-
level feature descriptor obtained above (see section 4-B) the said five regions are further analysed to determine seven 
attributes that determines a higher-level appearance of the human body. Figure 4 illustrates the seven attributes defined. 
One attribute is defined from the head-region, namely the ’head- colour’. Three attributes are defined from the shirt  re- 
gion, namely the ’shirt-colour’, ’shirt-brightness’ and ’shirt- pattern’, Two attributes are defined from the trouser region, 
namely, ’trouser-colour’ and ’trouser-brightness’. Finally, one attribute is defined for describing the overall appearance, 
namely, ’clothing-style’. Each of the above attributes can take two possible values as tabulated in table I. Hence the 
value of each of the attributes can be represented by a binary number 1, or 0, for e.g. dark-shirt with 1 and non-dark shirt 
with 0. 
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A. Clothing attribute value determination 

The medium-level attribute values of test human objects were determined by using a Support Vector Machine (SVM) 
classifier to train on hand annotated attributes with known values from known sample regions of a training image dataset 
(see section 7-A). As a result of the above each detected human figure’s medium-level features will be represented by 
a seven ele- ment vector with each element being either a zero or a one. 

 
B. The combined feature vector 
Figure 5 illustrates the combined feature vector that com- prises of the low-level 3D-8 bin colour histogram features and 
medium level features that are represented by the above mentioned attributes. This combined feature vector defines the 
detected human and will subsequently be used in human re-identification. 

 

 
 

Figure 5: Total feature length 
 

6. EXPERIMENTS 
 
Two datasets were used for experiments, a self-captured set of new content and the most popular database used by 
other researchers, i.e., VIPeR. 
 
A. Self-captured dataset 
The captured database has 118 frames which comprises of footage relevant to 6 different people taken from two 
different cameras. All images are scaled to a size of 128 × 48 pixels. In our experiments the cameras are named as A and B 
and the set of images captured by Cam B are used as the gallery images and the set of images captured by the Cam A 
are used as the probe image set. The performance of the proposed algorithm for person re-identification is evaluated by 
matching each test image in Cam A against the images in Cam B, the gallery image set. Figure 6 shows some examples 
of the detected persons in the self-constructed dataset. This dataset contains predominantly indoor images with challenges 
in illumination changes due to changes in artificial lighting within the building. 

 

 
 

Figure 6: Samples from the self-captured data set 
 

B. The VIPeR dataset 
The VIPeR dataset contains 632 pedestrian image pairs captured by two cameras having different viewpoint, pose 
and lighting. Images are scaled to size 128 × 48 pixels. In our experiments we name the two camera as Cam A and Cam B. In 
the experiments conducted the set of images captured by the Cam B are considered the gallery set and those captured by 
the Cam A are considered as the probe image set. The algorithmic performance is evaluated by matching each test 
image in Cam A against the Cam B gallery. Some selected example images from the VIPeR dataset are illustrated in 
figure 7 
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                                                         Figure 4: Definition of medium-level attributes 
 
Table I: Attributes description and values 

 
 
 
 
 
 
 

 

 

 

 

 

 
Figure 7: VIPeR data samples 

 

 

C. Evaluation and metrics used 
The database used for evaluation be it the VIPeR dataset or the self-captured dataset is first divided into two sets, i.e., the training 
image set and test image set. Approximately half of the images are used for training and the remaining half is used for testing. 
We train an SVM classifier on both the training and validation portions, while re-identification performance is reported on the 
held out test portion. A person from the query image set is re-identified using a distance metric between itself and each of the 
candidate images in the gallery image set. The low-level, distance measure, dL, between a query image, Iq and a candidate image 
from the gallery image set Ig  is defined as follows: 

Number Attributes Value1 Value2 
1 Shirt-Colour Coloured No Colour 
2 Shirt-Brightness Bright Dark 
3 Shirt-Pattern Patterned No Pattern 

4 Clothing-Style Single colour up/down Multi-colour up/down 
5 Head-Colour Dark Other 
6 Trouser-Brightness Dark Bright 
7 Trouser-Colour Coloured No No colour 

 



1
3Vol 8. No. 2 Issue 2 – August,  2015          

African Journal of Computing & ICT 

      
© 2015 Afr J Comp & ICT – All Rights Reserved - ISSN 2006-1781 

www.ajocict.net   

  

131 

 

 

 

      (1)  
 
where Ll (Iq) and Ll (Ig), refers to the extracted type l low- level features from the query and gallery images i.e Iq and Ig 
respectively and dL is the corresponding distance measure for the feature type l. 
For the clothing attributes, the distance measure is defined as follows: 

    (2)    

 

 
where Aa(Iq) and Aa(Ig) are the attribute encoding ’a’ of the query image Iq  and the candidate gallery image Ig 
Given the above definitions, the Euclidean distance metric between a query image and a gallery image based on the low-level 
features is defined as follows: 

   (3)  
 

where li|xq,i refers to the it h low-level feature of the query image given all other features of the query image and li|xg,i refers to 
the it h low-level feature of the gallery image given all other features of the gallery image. Similarly, the Euclidean distance 
metric between the query image and a gallery image based on the attribute-space is defined as follows: 
 

   (4)  
 
where all terms can be defined in a manner similar to that defined in equation 3.  
 
In literature, the standard performance evaluation metrics used 
in person re-identification are matching performance at rank n, 
cumulative matching characteristic (CMC) curves, and 
normalised Area Under the CMC Curve (nAUC) [24]. The 
matching performance at rank n reports the probability that the 
correct match occurs within the first n ranked results from the 
gallery image set. This is obtained by calculating the 
Euclidean distances between a query image and all images in 
the gallery image set and ordering the matches in ascending 
order of matching error. The match with the smallest error is 
considered the rank-1 image and so on. The CMC curve plots 
the recognition for all rank values, n, and the nAUC 
summarises the area under the CMC curve (Note: the ideal 
nAUC is 1.0 and nAUC of 0.5 defines match obtains simply 
by ’chance’). However, the measures used for the performance 
eval- uation of the proposed person  re-identification 
algorithm are limited to the rank score illustrated by the 
associated cumulative matching characteristic (CMC) curves. 
 
7. EXPERIMENTAL RESULTS AND ANALYSIS 
 
This section presents the experimental results and a de- tailed 
analysis. The performance of the proposed approach was 
considered using three different matching metric mea- sures 
namely, a) matching based on low-level features only 
b) matching based on medium-level attribute signatures only 
and c) matching based on both low level features and 
attributes, combined. 
 
 
 

A. Attributes detection 
After the extraction of low-level colour features they can be 
used in the colour based recognition of values of the seven 
attributes of a human figure defined in Table I. The VIPeR 
database was used for the attribute training and testing. From 
the images captured for Camera A, each attribute value was 
manually annotated. The manually annotated information from 
Camera A, for a given attribute (say for e.g. shirt- colour) was 
used in training an SVM. The testing was done on images 
captured by Camera B. Each attributes value was determined 
using the relevant trained SVM. This training and testing 
processes were carried out for each attribute, separately, using 
a different SVM. Table II records the detection accuracies 
obtained for each of the attributes. The highest accuracy has 
been obtained for ’Style’ and the lowest accuracy has been 
recorded for the Head region in deterring whether it is dark or 
not. The latter is due to the high possibility of presence of 
individuals with darker skin tone and these individuals getting 
mixed up with people who are turning the back of their head 
to the camera. 
The average accuracy for the detected attributes is 77.9%. 
 
B. Matching performance analysis 

Figure 8 illustrates the CMC curves when low-level features 
and attributes are used for the representation of detected 
people, both as individual metrics and together, i.e. as a 
combined metric. When the combined feature set is used the 
figure 9 illustrates the same graphs plotted within the narrow 
range of Rank-1 to Rank-20. The results indicate that up to 
Rank-5 the combined feature set performs better than the 
individual feature sets.  
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However above Rank-5 a better accuracy of recognition is 
demonstrated when using the Attributes only. This indicates 
that the detailed low level colour histogram features add 
details to the person’s Attributes making the matching more 
accurate at  up  to Rank-5.  However  the  use of  low-level 
colour features only is not recommended due to relatively poor 

performance. A detailed study revealed that the low- level 
colour features although providing details for higher ranked 
matches, when used independently varies signifi- cantly 
between images of even the same person. Having the 
Attributes considered in addition allows the combined features 
to more accurately define an object. 

 

 
Figure 8: Cumulative matching characteristic curves of pro- posed technique 

 

Table II: Attributes classification accuracies based on VIPeR dataset 

Number Attributes  Value2 Detection  accu- 
racy 

1 Shirt-Colour  No Colour 79.4% 
2 Shirt-Brightness  Dark 73.4% 
3 Shirt-Pattern  No Pattern 87.8% 

4 Clothing-Style colour Multi-colour 
up/down 

90.7% 

5 Head-Colour  Other 66.5% 
6 Trouser-Brightness  Bright 70.9% 
7 Trouser-Colour  No No colour 76.4% 

 Mean  77.9% 
 

 
 

Figure 9: Cumulative matching characteristic curves of pro- posed technique plotted within the narrow range  

of  Rank-1 to Rank-20.
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The average accuracy obtained by averaging over all Rank’s 
was 62%, 97.6% and 92.1% respectively for low- level 
features, attributes and their combination. Table III compared 
the performance of the proposed ap- proach to that of the 
method proposed in [24] that proposed a low-level feature 
based approach dependent  on  colour and textures for initial 
attribute detection and an subsequent attribute only based 
approach for person re-identification. The results have been 
tabulated for the same set of training and test images obtained 
from the VIPeR image database. 
 
The results tabulated in Table III show that the at Rank-5 and 
above the proposed approach when only the Attributes are used 
and the combined set of Attributes and low-level features are 
used performed significantly better than the method proposed 
in [24] a method popularly used as a benchmarking algorithm 
in literature. However at Rank-1 the proposed method when 
only the Attributes are used performs less accurately as 
compared to the benchmark algorithms. It is noted that the 
benchmark algorithm of [24] is based on a larger (hence more 
detailed set of medium-level features) set of attributes (21 
attributes) as compared to the number of attributes used by the 
proposed technique (7 attributes). This is the likely reason for it 
to perform better than the proposed algorithm at Rank-1 when 
only the Attributes are use.  

However when the combined low-level colour features and 
medium-level Attributes are used the proposed algorithm 
works better. This is due to the additional detail of the objects 
definition included by the low-level colour attributes that are 
used in the proposed approach. 
 
The proposed low-level feature set only includes colour 
features from the RGB representation of the image. However 
the low-level feature set  that  the  algorithm  in  [24]  uses for 
attribute detection uses both colour features and texture 
features. The colour features, show less in number is spread 
across three different representations of object colour (RGB, 
HS and YCbCr). Our detailed investigation revealed that when 
colour features of the same object when represented in different 
colour features are used, a significant amount of redundant 
information is used in the training process. This affects the 
accuracy. Further global texture features are very much 
subjected to changes due to background clutter, over/under 
exposed images etc, that could also affect in a negative manner 
if texture features are also used alongside colour features. 
Figure 10 illustrates bar graphs comparing the perfor- mance at 
different Rank scores. Results in Table III also tabulates the 
performance of the proposed approach when combined features 
are used and the self-captured dataset with more challenging 
images are used for experimentation 

 

 
 

Figure 10: Rank scores re-identification performance 
 
Figure  11  illustrates  an  example  of  matching  gallery images for a probe image from the query image dataset when using the 
VIPeR dataset (top row) and the self-captured (bottom row) dataset. It is seen that the query image matches with a number of 
candidates from the gallery image database where the person has turned with respect to the camera angle of view. 
 
Table III: Person re-identification accuracy 

 

 
 
 
 
 
 
 
 

 
 

VIPeR Rank1 Rank5 Rank10 Rank20 
Attributes 15.5 50 68.4 85.8 
Low-level features and attributes 24.7 54.4 65.5 75 
Low-level features 5.1 13 17.4 26.6 
Method in [24] 21.4 41.5 55.2 71.5 
Self-constructed     
Proposed technique 5 35.6 56 74.6 
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Figure 11: Human re-identification on both datasets 

 
The above results indicate the superior performance obtainable from the proposed approach. 
 

 

8. CONCLUSION 
 
Finally, we have shown that detailed colour featured captured 
in known localities of a human figure in the form of a 3D 
colour histogram with a finite number of bins can be used to 
accurately determine attributes of a human body that can then 
be used together with the low-level colour features for person 
re-identification. Accuracy figures of approximately 75% and 
85% have been obtained when using combined Attribute and 
low-level features and Attributes only, respectively at a rank 
of Rank-20. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

9. FUTURE WORKS 
 
In literature the performance of people re-identification 
systems have always been demonstrated and evaluated on still 
images. The possibility of implementing the proposed 
technique within a real-time video analytic scenario so as to 
demonstrate the applicability of this system in a real world 
system, is proposed as future work. It was also revealed that 
the mid-level attributes detection performance could benefit 
from some performance improvements. Investigation of the 
use of additional features, the use of more effective feature 
reduction techniques and feature combinations are 
recommended. Further investigating the use of effective 
feature weighting, based on training data in obtaining the 
combined feature vector for representing an human object is 
also recommended 
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ABSTRACT 
 
In this paper, we consider the Lagrangian dual problem in portfolio optimization problems. The Lagrangian dual can be used to 
solve integer programming in which knapsack problem is one of them. We modelled Knapsack problem as a portfolio problem 
which consists of health care and oil and gas sector from 2010-2014. We used Lagrangian duality to solve the problem and the 
Lagrangian multiplier as the sensitivity coefficients. 
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1. INTRODUCTION 
 
The Knapsack problem can be defined as a set of items, each 
with a weight(w) and a  profit(p), determine the number(n) of 
each item to include in a collection(j) so that the total  
 
weight is less than or equal to a given limit and the total 
profit(p) is as large as possible.  
 
Mathematically it can be represented as follows: 
 

                              (1) 

                       (2) 

           (3) 

 
The difficulty of the problem is caused by the integrality 
requirement of equation (3). The knapsack problem has 
received wide attention from the operations research 
community, because of its uses in many practical problems. 
Applications include resource allocation in distributed 
systems, capital budgeting and cutting stock problems 
[5,6,7].The knapsack problem have been applied in areas such 
as information technologies [1], resource constrained project 
scheduling [2], auditing [3] and health care [4].  
 
The Lagrangian dual can be used to find dual bounds of the 
integer programming in which knapsack problem is among 
them. M. Fisher [8] used  Lagrangian Relaxation Method to 
Solving Integer Programming Problems.Mayank Verma and 
R.R.K. Sharma [9] proposed a   two-level, multi-item, multi-
period-capacitated dynamic lot-sizing problem with inclusions 
of backorders and setup times, is solved using a novel 
procedure. In their paper they used a single-constraint 
continuous knapsack problem and the reduced problem is 
solved using bounded variable linear programs (BVLPs).   

In terms of computational time, their developed procedure is 
efficient than the CPLEX solver of GAMS.  In this study, we 
shall be modelling Knapsack problem to a portfolio selection 
of health care and oil and gas sector. 
 

2. MATERIALS AND METHODS   
 
In this section, we shall considered a function of three   
variables and derive a lagrangian  dual from the figure 3.8 
below. We shall also be using the same   as the sensitivity 
analysis. 

 
Proof: We shall provide the proof of Lagrangian dual  If we 

consider  where  is a function of two 

independent variables  and increases in  and  will 

produce a combined increase in .  

 

Given   then 
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For C:    (4) 

 

where  denotes ) ;  denotes  

 

From B to C:  is constant;  changes to  

 

  

    (5) 

differentiate (4) with respect to  we have 

 

               (6) 

              (7) 

 
substituting equations (4), (6) and (7) to (5) 
it now becomes 

 

 

 
 

                                                                                                                   (8) 

We rearranging the terms by collecting together all the first derivatives, and then all the  
 
second derivatives, and so on, we get 

 

         (9) 

Then, if  then  

 

Substituting    to equation (9) ,we have 

        (10) 

Subtracting z from each side 

       (11) 

since  and  are small, the expression in the brackets is of the next order of  

smallness and can be discarded. Therefore, we arrive at the result below 
 



1
3Vol 8. No. 2 Issue 2 – August,  2015          

African Journal of Computing & ICT 

      
© 2015 Afr J Comp & ICT – All Rights Reserved - ISSN 2006-1781 

www.ajocict.net   

  

139 

 

 

if , then                                                           (12) 

for  to have a stationary value, then 

                                                                                                     (13) 

 

We find  from equation (13) 

                                                                                                       (14) 

 

                                                                                             (15) 

 
Substituting equation (15) to (12) and rearrange it, we have 

                                                                      (16) 

 

                                                                                       (17) 

 

Now we define  as the value of    as the stationary point of the constrained functions. 

(17) can be written as  

                                                                                              (18) 

 

Dividing through by  

        (19) 

 

Then if , we have 

                                                                                                         (20) 

if  and  

   or              

 

The equations reduced to       (21) 

where, 

  Lagragian function 

z = objective function 

 = lagragian multiplier or sensitivity coefficients 

 constraints 
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Substituiting knapsack problem (1-3) into lagragian function, we have 
 

                                         (22) 

where: 

           (23) 

         (24) 

 profit 

 weight 

 number of items from which to choose 

  

 1 to  

 =  

 
Dual function:  

                          (25) 

 
Thus the Lagragian dual: 

      (26) 

 

In this study, we shall be using  as the sensitivity coefficient. Equations(22) can be rearrange as follows 

 =           (27) 

Equations (27) say that at maximum point the ratio of   to  is the same for every  where  = 1,2,3,..., and moreover it equals 

. The numerator  gives the marginal benefit of each  to the function  to be maximized. Moreover,  gives the approximate 

change in  due to a one unit change in . 

 

Similarly, the denominators have a marginal cost interpretation, namely,  gives the marginal cost of using , in other words, 

the approximate change in  due to a unit change in . We therefore summarize  as the common benefit-cost ratio(sensitivity 

coefficients) for all the . i.e 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1
4Vol 8. No. 2 Issue 2 – August,  2015          

African Journal of Computing & ICT 

      
© 2015 Afr J Comp & ICT – All Rights Reserved - ISSN 2006-1781 

www.ajocict.net   

  

141 

 

 

3. RESULTS AND DISCUSION 
able 1 below shows the expected profit of both health care and oil and gas return which include 18 companies which are 
Total(TOT), Eterna(ETE), Conoil(CON), Japaul(JAP), Mobil(MOB), Mrs(MRS), Forte(FOR), Oando(OAN), Ekocarp(EKO), 
Evansmedical(EVA), Fidson(FID), Glaxosmithkline(GLA), May & Baker(MAY), Morison(MOR), Neimeth(NEI), Nigerian-
German(NIG), Pharma-Deko(PHA) and Union Diagnostic(UNI) from 2010-2014. The results were obtained from the Nigeria 
Stock Exchange (NSE). In order to obtain an estimate for an expected return on our investments or expected profit, we will solve 
for the mean of our data points from the return. We will also calculate the earning per share price which was extracted from the 
annual reports of each companies. Table 1 shows the Expected profit (EP) and Earning per share (EPS) 
 
 Table 1: Expected Profit and Earning Per Share of listed Stocks 

Stocks Mean(Expected Profits)    (EP) Earning Per Share (EPS) 
TOT* 0.0036 11.796 
ETE* 0.0440 0.706 
CON -0.0260 298.4 
JAP* 0.0706 1.596 
MOB -0.0380 1227.2 
MRS 0.0220 3.188 
FOR -0.1551 4.89 
OAN* 0.1427 2.64 
EKO* 0.0333 31.35 
EVA* 0.0333 0.33 
FID -0.0483 24.5 
GLA -0.0692 2.88 
MAY* 0.0713 0.22 
MOR* 0.1568 16.58 
NEI* 0.0384 9 
NIG* 0.0628 138.8 
PHA* 0.0612 186.4 
UNI* 0.0203 2.3 
  
As shown in Table 1 stocks with * by their names have positive figures as their mean whiles those with the * have negative 
mean. A share with a positive mean indicates that share is expected to yield positive returns (profits) while those with negative 
means those shares will decline in value over a period. With the main objective of this work being to maximize the return on our 
investments with the help of knapsack concept, we will now consider stocks with positive expected returns. These profitable 
stocks are shown in the table below with their respective earning per share. 
 
Table 2: Profitable shares with their respective prices. 

Variables Stocks Mean(Expected Profits)    (EP) Earning Per Share (EPS) 

 
TOT 0.0036 11.796 

 
ETE 0.0440 0.706 

 
JAP 0.0706 1.596 

 
MRS 0.0220 3.188 

 
OAN 0.1427 2.64 

 
EKO 0.0333 31.35 

 
EVA 0.0333 0.33 

 
MAY 0.0713 0.22 

 
MOR 0.1568 16.58 

 
NEI 0.0384 9 

 
NIG 0.0628 1.38 

 
PHA 0.0612 18.64 

 
UNI 0.0203 2.3 
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Table 2 captures profitable shares as well as their respective prices. The various expected profits for the individual shares will 
form the coefficients of the objective function of our problem whiles their corresponding earning per share prices will be the 
coefficients of the constraint. 
 

3.1 Formulation of the capacity 
There are millions of shares of these stocks which are traded daily on the stock exchange. The amount of money you need to 
invest on the Nigerian Stock Exchange (NSE) depends on the price of shares you select. Shares are usually traded in batches or 
round lots of 100. Where the price of a particular stock is high, an investor can contact a broker to buy fever than 100 shares or 
what is commonly referred to as odd lots. In this study, we shall adopt the N 10.00 per share as the amount to be invested. 
 
3.2 Objective Function 
The objective function which seeks to maximize the Return of Investment (R), will be equated to the summation of the expected 
returns of the various individuals shares. The coefficients of the objective function are derived from the expected profits indicated 
in the table. 
 
Thus is given by: 

R = 0.0036  + 0.044  + 0.0706  + 0.022  + 0.1427  + 0.033  + 0.0333  

 + 0.0713  + 0.1568  + 0.0384  + 0.0628  + 0.0612  + 0.0203            (28) 

 

3.3 Constraint 
The constraint consist of the summation of the individual earning per share which is on the financial statement of each stock is 
considered. These coefficients are indicated in the table as the earning per share. 
 
Thus is given by: 

11.796  + 0.706 + 1.596  + 3.188  + 2.64  + 31.35  + 0.33  + 0.22  + 16.58  +9  + 1.38  + 

18.64  + 2.3   10        (29) 

 

3.4 Lagrangian Dual Solution 
The numerical results below are the lagrangian dual in equation (26) and the objective  
function(28), constraints (29) were used to solve the dual. 
 

 0.0036  + 0.044  + 0.0706  + 0.022  + 0.1427  + 0.033  + 0.0333 + 0.0713  + 0.1568  + 

0.0384  + 0.0628  + 0.0612  + 0.0203 +… [10 – (11.796  + 0.706 + 1.596  + 3.188  + 2.64  + 

31.35  + 0.33  + 0.22  + 16.58  +9  + 1.38  + 18.64  + 2.3  )] 

 

 (0.0036-11. )  + (0.044-0.706 )  + (0.0706-1.596 )  + (0.022-3.188 )  + (0.1427- 2.64 )  + 

(0.033-31.35 )  + (0.0333-0.33 )  + (0.0713-0.22 )  + (0.1568-16.58 )  + (0.0384- 9 )  + (0.0628-

1.38 )  + (0.0612-18.64 )  + (0.0203- 2.3 )  + 10  
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Table 3: Optimal Solution of the Lagragian subproblem 

 
 

 
 

 
 

    
 

   
 

 
 

  
 

  

1 1 1 1 1 1 1 1 1 1 1 1 1 0.76-89.72  [0.00030534, ] 
0 1 1 0 1 0 1 1 0 0 1 0 1 0.445+0.828  [0.06232295,0.00030534] 

0 0 1 1 1 1 1 1 1 1 1 1 1 0.7124-
77.224  

[0.04423559,0.06232295] 

0 0 0 1 1 1 1 1 1 1 1 1 1 0.6418-
75.628  

[0.00690088,0.04423559] 

0 0 0 0 1 1 1 1 1 1 1 1 1 0.6198-72.44  [0.05405303,0.00690088] 

0 0 0 0 0 1 1 1 1 1 1 1 1 0.4771-69.8  [0.00105263,0.05405303] 

0 0 0 0 0 0 1 1 1 1 1 1 1 0.4441-38.45  [0.10090909,0.00105263] 

0 0 0 0 0 0 0 1 1 1 1 1 1 0.4108-38.12  [0.32409091,0.10090909] 

0 0 0 0 0 0 0 0 1 1 1 1 1 0.3395-37.9  [0.00945718,0.32409091] 

0 0 0 0 0 0 0 0 0 1 1 1 1 0.1827-21.32  [0.0042667,0.00945718] 

0 0 0 0 0 0 0 0 0 0 1 1 1 0.1443-21.32  [0.04550725,0.0042667] 

0 0 0 0 0 0 0 0 0 0 0 1 1 0.0815-10.94  [0.00328326,0.04550725] 

0 0 0 0 0 0 0 0 0 0 0 0 1 0.0203-7.7  [0.00882609,0.00328326] 

0 0 0 0 0 0 0 0 0 0 0 0 0 10  [ ,0.00882609] 

 
From Table 3, the optimal solution of the dual is given as   
 

 0.445+0.828 ,  where  = 0.00030534  

When we substitute  = 0.00030534 to the dual  0.445+0.828 .  

 

 indicates that if the Earning per share constraints were increase by one unit, the value  

 

 = 0.00030534 estimates the increase of the total expected profit.  

 
It also shows that there will be a positive increase in the profit if the value of capacity increase, from the result indicates a small 
change. The results also show that there is no much gain in the Nigeria  
Stock Exchange from 2010 to 2014.   
 
4. Future Work 
 
Future work is to apply Lagrangian dual to other integer programming problems which includes facility location problem, capital 
budgeting, set covering problem, fixed charge problem and Job scheduling problem. 
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