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ABSTRACT 
 

K-Nearest Neighbors Classifier experiences performance drawback when dealing with imbalanced dataset due to the majority 

vote technique used for classification. This research work examined and analyzed the effect of imbalanced dataset on k-NN, 

proposed and implemented a Reverse Probability Weight (RPW) technique as an optimization technique for dealing with 

imbalanced dataset in k-NN. All implementations and experiments were done using MATLAB and the result of optimized k-NN 

using Reverse Probability Weight (RPW) technique compared with k-NN, Logistic Regression and Support Vector Machine 

(SVM) shows that (1) The Reverse Probability Weight (RPW) optimizes k-NN in the presence of imbalance dataset and behave 

exactly as k-NN in the presence of balanced dataset (2) The Reverse Probability Weight (RPW) Technique for k-NN 

Outperforms k-NN, Logistic Regression and Support Vector Machine (SVM) in the presence of imbalanced dataset.  
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1. INTRODUCTION 
 

K-Nearest Neighbour is a non parametric method utilized for 

classification and regression, a type of instance based or lazy 

learning algorithm where the function is only approximated 

locally and all computation is differed until classification 

[1][2]. K-NN is arguably one of the simplest and yet effective 

classification algorithms in the domain of Machine Learning 

(ML) [3]. When dealing with imbalanced dataset, k-NN 

algorithm tends to have a performance drawback due to the 

suboptimal classification of the minority class in the dataset as 

a result of the majority vote technique used in classification. 

There have been several recommended approaches to dealing 

with imbalance datasets in k-NN where some focused on the 

“data space" [4] while others focused only on “feature 

space”[5].  

 

The data space approach is based on sampling strategies, 

oversampling the minority class and under sampling the 

majority class. This approach is prone to over fitting because 

the feature space is not taken into consideration, as a result, 

the over sampling features clusters around the minority class 

in the feature space or the under sampling removing important 

samples [4]. The SMOTE approach and its optimized variants 

is the most popular in the “feature space” approach, where 

over-sampling data are chosen based on the minority class 

distribution in the feature space to avoid over fitting and under 

fitting [5].  

 

 

 

 

 

 

Over the years, as the ever-evolving areas of technology 

application increases, data sizes also increases both in volume, 

variety and dimension. Classification of data becomes more 

difficult due to unboundedness of data size and the resulting 

imbalanced nature of datasets. Most of the data samples used 

in classification are naturally imbalanced, a good example is 

credit card fraud in which majority of the recorded transaction 

are non-fraudulent. The breast cancer data used in this 

research is also a very good example of such natural 

occurrence, where majority of the classes are negative i.e. 

“patient do not have breast cancer”.  

 

Majority of the proposed optimization techniques to dealing 

with class imbalance dataset in k-NN either considers only the 

“data space” or the “feature space”. The proposed Reverse 

Probability Weight (RPW) technique for dealing with class 

imbalance dataset in k-NN considers both the class 

distribution in the “data space” and “feature space”. The result 

of experiment shows that the Reverse Probability Weight 

(RPW) technique for k-NN is optimized for dealing with 

imbalanced dataset compared to Support Vector Machine 

(SVM) and Logistic Regression. 
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2. REVIEW OF RELATED WORK 

 

K-Nearest Neighbor Optimization 

Due to the simplicity and efficiency of the k-NN Algorithm, it 

has attracted attention in the Machine Learning domain. 

Several optimization techniques has been proposed to 

compensate for the computational draw back as a result of 

neighbor search and a more efficient algorithm to selecting 

optimal neighbor. 

 

The Weighted Voting Technique as an alternative to the 

Majority Voting Technique in k-NN is an optimization 

technique to dealing with imbalanced dataset, where the 

distance between the sample to be classified and its k-Nearest 

Neighbors are used as a weighted-measure for voting decision 

rather than the class majority [6].  

 

K-NN suffers from the problem of high variance in the case of 

limited sampling, however, SVM does not suffer same but 

SVM involves time-consuming optimization and computation 

of parametric distance and thus a hybrid of SVM and k-NN is 

proposed in this case [7]. The use of Outlier Detection Using 

Indegree Number (ODIN) Algorithm that utilizes k-NN graph 

is another improvement on the k-NN algorithm but the 

performance is only benchmarked using small number of 

observations and its performance on huge dataset is not 

explicit in the literature [8]. 

 

Fuzzy Sets Theory was introduced in k-NN as Fuzzy k-

Nearest Neighbor Algorithm as an optimization technique to 

address the resulting difficulties in utilizing k-NN technique in 

pattern recognition - where instead of each labeled samples 

given equal importance in determining class membership of 

patterns to be classified regardless of the typicalness, a fuzzy 

optimization is introduced to fuzzify the typicalness of each 

labeled samples [9]. 

 

Dempster-Shafer theory is used to address the problem of 

classifying an unseen pattern on the basis of its nearest 

neighbors in pattern recognition; where the degree of support 

of the membership of a pattern is defined as a distance 

function between the sample to be classified and its nearest 

neighbor and the resulting k-Nearest Neighbors is pooled by 

the means of Dempster-Shafer rule [10]. The branch and bond 

algorithm is an efficient algorithm used to reduce the number 

of neighbor search in large datasets, it facilitate rapid 

computation of the k-Nearest Neighbor by totally eliminating 

the need for computation of many distances such that only 60 

neighbors-distance computation out of 1000 samples suffices 

to gives optimal classification [11]. 

 

Multi-step query processing strategy in k-NN as a nearest 

neighbor search algorithm is used to address the efficiency 

requirements of high-dimensional and adaptable distance 

function, which occur as a result of increasing databases 

application, and complexity of objects such as images and 

videos in multimedia databases [12]. A new version of 

Approximating and Eliminating Search Algorithm (AESA) is 

used for finding nearest neighbor in metric space where 

distance computation is highly expensive.  

This algorithm only requires an inexpensive linear-

programming approach instead of the usual AESA high-

memory-demanding and computationally expensive quadratic 

programming [13].  

 

K-Nearest Neighbor Optimization For Imbalanced Dataset 
The above different optimization techniques to k-NN 

algorithms does not solve the class imbalanced problem in 

kNN. For example, in an imbalanced data set, if a sample is to 

be classified at the boundary region in the feature space, all 

selected k-Nearest Neighbors are guaranteed to be at 

approximate equal distance, the class proportion  for 

the minority class and  for the majority class in the 

feature space  is such that  at the 

boundary and thus the distance weighted k-Nearest Neighbor 

technique and its optimized variant will not be applicable [14].  

 

There are different techniques available for classification of 

imbalanced data sets, which can be summarized as follows: 

[15]:  

1. Data preprocessing approach: Over and under 

sampling of data in “data space” and “feature space” 

2. Algorithmic approach: Applying cost in making 

decision 

3. Feature selection approach: Dimensionality 

reduction 

 

The over and under sampling strategies has attracted several 

attention with conflicting viewpoints on usefulness. The 

random over and under sampling have their short comings - 

the random under-sampling technique can potentially remove 

important samples from the datasets while the random over-

sampling can lead to over-fitting by oversampling data points 

clustering around the minority data samples [16]. Several 

techniques have been proposed to tackle these shortcomings in 

data preprocessing approach to classification of imbalanced 

dataset, such as the use of one sided selection to selectively 

under-sample the original population [17]. The use of 

Condensed Nearest Neighbor (CNN) rule to remove examples 

from the majority class that are far away from the decision 

boundary [18]. The Neighborhood Cleaning Rule (NCR) to 

remove the majority class samples using the NCR technique 

[19]. 

 

The SMOTE (Synthetic Minority Oversampling TEchnique) is 

a technique used to generate synthetic examples by operating 

in the “feature space” rather than the “data space” where the 

minority class is oversampled by taking each minority class 

samples and introducing synthetic examples along the line 

segment joining any/all the  minority class nearest neighbors 

using the SMOTE Algorithm [20]. An improvement of the 

SMOTE Algorithm is the incorporation of Locally Linear 

Embedding (LLE) Algorithm. The LLE algorithm is first 

applied by mapping the high-dimensional data into a low-

dimensional space (Dimensionality reduction) where the input 

data is separable and thus oversampled using the SMOTE 

algorithm, the resulting generated synthetic data points by 

SMOTE are mapped back to the original high-dimensional 

input space through the LLE Algorithm [21]. 
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The Fuzzy-rough k-Nearest Neighbor Algorithm is an 

algorithmic approach for dealing with imbalanced dataset in k-

NN to eliminate the bias of traditional method to the majority 

class by producing poor detection rate of the minority class -  

this approach takes into consideration the fuzziness and 

roughness of the nearest neighbors before making 

classification decision [22].  

 

The Reverse Probability Weight (RPW) technique is an 

algorithmic technique for dealing with imbalanced dataset in 

k-NN. A very simple but highly effective algorithm for 

dealing with problem of imbalance dataset in k-NN. 

 

K-nn Optimization Technique 

Reverse Probability Weight (RPW) Technique 
The Reverse Probability Weight (RPW) technique is a 

technique whereby the independent prior probability of a 

minority and a majority sample being selected in the data 

space is computed and project into the feature space, with the 

assumption that the prior probability of a sample being 

selected in the “data space” is the same as the probability of 

the same sample being selected in the “feature space”.  

 

For example, an imbalanced dataset of 100 samples S with 80 

majority class  of class label “0” and 20 minority class  of 

class label “1” as shown in Fig.1. The probability of a 

minority class  and majority class  being selected in the 

data space  and feature space  can be computed as 

follows:  

 

a)  

 

b)  

 

Assume the same probability holds in the feature space: 

 

  

 

  

 

Where  and  are  and  nearest neighbours in the 

feature space. 

 

The Reverse Probability Weight (RPW) is estimated by 

reversing the probability in the feature space and this can be 

refers to as “weight of fairness”. This is an intuitive way of 

compensating for the sparsity of the minority class in the data 

space in feature space during classification. 

 

 

 

 

 

 

The RPW and RPW  will be used to weigh each  and 

 nearest Neighbors  and  before class assignment 

and thus:  

 

a) 

 

 

b) 

 

 

c) 

 

 
 

In Figure 2.1 below, k-NN classification with k = 9 as shown, 

using the majority vote will misclassify the sample as 

belonging to the majority class “0” instead of the minority 

class “1”. 

 

 
Figure III.1: Illustration Of Class Imbalanced Dataset in 

k-NN 

 
Applying the RPW technique such that: 

 

1)  

 

2)  

 

This implies: 

 

a)  

 

b)  

 

 and  as shown in Figure 2.1 above.  

 

 

III.1 

III.2 
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Applying the RPW we obtain: 

 

4)   
 

2)  

 

  

 

With the RPW technique the sample is thus classified 

correctly as belonging to the minority class . The Optimized 

k-NN is able to deal effectively with imbalanced dataset using 

the reverse probability weight technique. The performance of 

RPW technique is first benchmarked with k-NN using three 

datasets prepared by increasing the minority class to analyse 

the sensitivity of the algorithm to the degree of imbalanceness 

in a dataset. The result of the experiment shows that RPW is a 

highly effective technique for dealing with imbalanced dataset 

in k-NN. The RPW Algorithm is presented below. 

 

 

RPW Algorithm (Optimization of k-NN Algorithm Using 

RPW Technique) 

 

1: Input: Data space , Random number , 

 Sample ; Output: Class of sample   
 

2: Compute  and  

 

2a: Compute  

2b: Compute  

 

3: Seek  and  in  using Euclidean 

 Distance 

 

4: If  

 

 ElseIf  

 

 ElseIf  

 
 

 Else  

 

 

Performance Measure (f-value, ROC and Box-plot) 
The overrepresentation of the negative class in the imbalanced 

dataset poses problems in accurately evaluating the 

performances of the classifiers, however, since error rate may 

not be a very good metric for skewed datasets, the 

classification performance of algorithms in an imbalanced 

dataset is measured by precision and recall [20]. 

 

 
 

 

 

 

Where TP; TN; FP and FN represents True Positive, True 

Negative, False Positive, and False Negative respectively. 

 

The accuracy of a classifier is also important, it shows the 

overall performance of the classifier in correctly classifying 

both the positive and the negative classes. 

 

 
 

The main goal of learning from imbalanced datasets is mainly 

to improve the recall without affecting the precision, but since 

there is a trade-off between the Precision and Recall, we use 

the f-value which combines the trade-offs and output a single 

value that reflect the “goodness” of the classifier in the 

presence of imbalanced dataset [2]. 

 

 
 

The box-plot is used as a tool to visualize and measure the 

performance of the Optimized k-NN when benchmarked with 

k-NN, Logistic Regression and Support Vector Machine 

(SVM) 

 

3. EXPERIMENTS 

All experiments are performed on MATLAB using a “breast 

cancer diagnostic” dataset with 30 features and two class 

labels. Class “0” is the majority class (The negative class) 

which implies that patient have no cancer of the breast and “1” 

which is the minority class (The positive class) and implies 

that patient have cancer of the breast. The breast dataset is 

divided into four categories for training and testing as follows: 

 

Table 1: Breast Cancer Dataset 

Dataset Features Total 

Samples 

Class 

Zero 

Class 

One 

Imbalanced 30 200 180 20 

Slightly 

Imbalanced 

30 200 150 50 

Balanced 30 200 100 100 

Test 30 100 50 50 

 

A balanced dataset of 100 samples (50 for class zero “0” and 

50 for class one “1”) is used as test dataset to be able to 

visualize how the different classifiers classify the minority 

class and majority class in the presence of imbalanced dataset. 

We did not use cross validation so we can be able to monitor 

the test data and keep track of the True Positive (TP) and False 

Negative (FN) of the minority data class. The Three training 

datasets are divided into “Imbalanced”, “Slightly imbalanced” 

and “Balanced” such that we will be able to monitor the 

performance of the optimized k-NN on different datasets to 

affirm that while optimizing for imbalance dataset we are not 

recording any compromise on the balanced datasets.  

 

 



Vol 8. No. 3 Issue 2 – October,  2015          
African Journal of Computing & ICT 

      
© 2015 Afr J Comp & ICT – All Rights Reserved - ISSN 2006-1781 

www.ajocict.net   

 

145 

 

 

The sensitivity of the optimized k-NN algorithm to 

imbalanced dataset is observed as we move from imbalanced 

to slightly imbalanced and to balanced dataset. 

 

Imbalanced Dataset (k-NN and Optimized k-NN using RPW 

Algorithm) 
The confusion matrix obtained from the first experiment as 

shown in Figure 4.1(a) shows that the Optimized k-NN has 

higher True Positive (TP) while the False Positive (FP) remain 

constant as we varied k from 1 to 50. While the k-NN 

generally have a very low TP rate and the TP rate decreases as 

k increases which is as a result of the biasness of the k-NN 

algorithm to the minority class. This shows an improvement 

on the classifiers precision in classifying the minority class in 

the presence of an imbalanced dataset as compared to k-NN. 

 

 
(a) True Positive and False Positive Vs K-Value 

 

 
(b) False Negative and True Negative Vs K-Value 

 

Figure 4.1: Imbalanced Dataset (k-NN Vs Optimized k-NN) 

Figure 4.1(b) shows that the FN for the Optimized k-NN is 

also lower with lower variance, which shows an improvement 

in the recall, minimizing the number of incorrectly classified 

minority class while the FN of k-NN increases and TP 

decreases as we increase the value of k. TN remains constant 

for both k-NN and optimized k-NN as we increase the value of 

k. This is expected, because the negative class (class “0”) is 

the majority class and thus, both classifiers have no bias on the 

majority class.  

 

Figure 4.2 shows that the f-value of the Optimized k-NN is 

remarkably higher and recorded a lower error rate with less 

variance compare to the f-value and the error rate of k-NN 

Algorithm. 
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(a) k-NN and Optimised k-NN Error Rate 

 

 

 
(b) k-NN And Optimized k-NN F-value plot 

Figure 4.2: Error Rate and f-Value for k-NN and Optimized k-

NN 

 

Slightly Imbalanced Dataset (k-NN and Optimized k-NN 

using RPW Algorithm) 
Both k-NN and the Optimized k-NN recorded an improvement 

on both precision and recall as we reduce the degree of 

imbalanceness in the training dataset as shown in Figure 4.3(a) 

and (b) below. But overall, the RPWk-NN outperforms k-NN. 

 

 
(a) True Positive and False Positive Vs K-Value 

 

 

 
(b) False Negative and True Negative Vs K-Value 

Figure 4.3: Slightly Imbalanced Dataset (k-NN Vs 

Optimized k-NN) 
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Figure 4.4 shows that the f-value of the k-NN and optimized 

k-NN are higher than the one obtained from the imbalanced 

dataset confirming the sensitivity of the classifiers to data 

imbalanceness. Overall, the f-value of the Optimized k-NN is 

remarkably higher than that of k-NN and recorded a lower 

error rate with less variance compare to the error rate of k-NN 

Algorithm. 

 

 
(a) k-NN And Optimized k-NN Error Rate 

 

 
(b) k-NN And Optimized k-NN F-value plot 

Figure 4.4: Error Rate and f-Value for k-NN and 

Optimized k-NN 

 

 

 

 

 

 

 

 

 

Balanced Dataset (k-NN and Optimized k-NN using RPW) 
 

As seen from Figure 4.5(a), the result of both k-NN and 

Optimized k-NN are exactly the same which shows that the 

Reverse Probability Weight (RPW) Algorithm only optimizes 

k-NN in the presence of imbalanced dataset but behaves 

exactly as k-NN when the dataset is balanced. Figure 4.6(b) 

also shows that the same f-value and error rate were obtained 

for both k-NN and optimised k-NN in the presence of a 

balanced dataset. 

 

 

 
(a) True Positive and False Positive Vs K-Value 
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(b) False Negative and True Negative Vs K-Value 

Figure 4.5: Balanced Dataset (k-NN Vs Optimized k-NN) 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

k-NN And Optimized k-NN Error Rate 
 

 
(b) k-NN And Optimized k-NN F-value plot 

Figure 4.6: Error Rate and f-Value for k-NN and 

Optimized k-NN 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

K-NN, Optimized k-NN, Logistic Regression and SVM 
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The four classifiers were tested on the Three datasets and the 

results were analyzed using box-plot as shown in Figure 

4.7(a), (b) and (c) below. We varied k from 1 to 50 for both k-

NN and optimized k-NN. For logistic regression and SVM we 

varied the number of iterations from 1 to 50 and compute the 

Average Error Rate. We observed that the optimized k-NN 

performs best on the imbalanced dataset as shown in Figure 

4.7(a) with the lowest error rate, followed by Logistic 

Regression, SVM and finally k-NN.  

Also, the Optimized k-NN performs best on the slightly 

imbalanced dataset as shown in Figure 4.7(b) which shows 

that the Optimized k-NN using Reverse Probability Weight 

(RPW) technique is a better classifier to deal with imbalanced 

dataset compared to Logistic Regression, SVM and k-NN. The 

SVM performed best on the balanced dataset as expected, 

followed by the Optimized k-NN and k-NN. 

 

 

 
(a) Imbalanced Dataset 

 

 
(b) Slightly-Imbalanced Dataset 

 

 
(c) Balanced Dataset 

Figure 4.6: Error Rate Boxplot for k-NN, Optimized k-NN, Logistic Regression and SVM 
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4. ANALYSIS 
 

The results of the experiments show that using Reverse 

Probability Weight (RPW) Algorithm optimizes k-NN in the 

presence of imbalanced dataset. The optimization is majorly 

visible in the increased True Positive (TP) Rate by correctly 

classifying the minority class and reduction in the False 

Negative (FN) rate by reducing the number of misclassified 

minority class - this is the major goal of the optimization. The 

RPW for the minority class is usually higher than the RPW for 

the majority class with a factor of their respective prior 

probabilities.  

 

Analysis of the imbalanced dataset used shows that for a 

sample to be classified as belonging to the majority class, the 

number of the majority class  nearest Neighbors must be 

at least 9 times the number of the minority class  as shown 

below: 

 

The total number of samples in the data space  = 200 and 

the number of positive minority class is 20 while the majority 

class has 180. 

 

 
 

 
 

The ratio between sample  and sample  

 

This means for any value of  in the imbalanced dataset, for a 

sample  to be classified as  there must be at least Nine  

times the number of  as there are in the  nearest 

Neighbors. This account for the reason why increase in k-

values lead to increase in True Positive (TP) because for every 

sample of the minority class  in the k-nearest Neighbors 

there must exist a minimum of  majority class and this 

becomes more difficult to arrive at as we increase , since the 

probability of having in the k-nearest Neighbors increases 

as we increase  and the probability of having 9-times  

reduces as we increase . If  is very large, there is a higher 

chance of classifying correctly the minority class since k-

nearest neighbors will extend beyond the boundary in both 

directions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

A better performance is observed in both k-NN and the 

Optimized k-NN when we reduce the level of 

“imbalanceness” in the dataset because the Reverse 

Probability Weight (RPW) has a linear relation with the 

degree of imbalance in the dataset –  decreases as the 

number of sample  increases and  increases as the 

number of sample  decrease thus converging the RPW at the 

optimal. 

 

 
 

The performance of k-NN and Optimized k-NN are the same 

in the presence of a balanced dataset because the prior 

probability of both classes are the same in the data space, 

meaning all samples in the k-nearest Neighbors have same 

Reverse Probability Weight (RPW) which is equal to 

 

 

5. CONCLUSIONS 
 

We have been able to show that the Reverse Probability 

Weight (RPW) Algorithm optimizes k-NN in the presence of 

imbalance dataset and also behave exactly as k-NN in the 

presence of balanced dataset. We have also been able to justify 

empirically through experiment that the prior probability of 

selecting a sample in the data space is approximately equal 

to the probability of selecting the same sample in the feature 

space . 

 

  

 
In the experiment, we optimized k-NN based on majority vote 

technique, another approach would be to optimize based on 

weighted voting and compare the results. Since we observed 

increased performance in the slightly imbalanced dataset, 

another approach would be to use the SMOTE algorithm to 

reduce the level of imbalanceness in the dataset before 

applying RPW Algorithm and compare the result. The 

performance of  (Reverse Probability Weight 

k-NN) could also be benchmarked with other novel techniques 

of dealing with imbalanced datasets in both k-NN and other 

classification algorithms. 
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